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The general idea of k-best search is to find the top k solutions of a given problem, since in 

many cases the 1-best solution is not guaranteed to be optimal given more (global) 

information. Recently it has become a popular technique in natural language processing, 

especially in parsing and machine translation. However, fast and exact k-best algorithms are 

largely unknown to the NLP community. In this work, we develop a series of efficient 

algorithms for exact k-best search in the general framework of directed hypergraphs, and 

demonstrate their performance on state-of-the-art statistical parsers.  

These algorithms have also been successfully applied to search problems in machine 

translation. In particular, I will talk about an adaptation called "forest rescoring", for decoding 

with integrated language models, which achieved more than ten fold speed-up against 

conventional beam search on both phrase-based and syntax-based translation systems.  
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